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Abstract 
Soil classification is a growing research area in the current era. Various studies have proposed different 
techniques to deal with the issues, including rule-based, statistical, and traditional learning methods. However, 
the plans remain drawbacks to producing an accurate classification result. Therefore, we propose a novel 
technique to address soil classification by implementing a deep learning algorithm to construct an effective model. 
Based on the experiment result, the proposed model can obtain classification results with an accuracy rate of 
97% and a loss of 0.1606. Furthermore, we also received an F1-score of 98%. 
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1. Introduction 

Soil has a significant role in the life of living things and plants. Soil has different 
properties and characteristics, such as red, black, yellow ground. However, for the 
chemical and physical elements of the earth, we use the LIBS method to analyze the soil 
and present the application of LIBS in soil characteristics. The LIBS system has a unique 
model for different soil types to determine the yield of nutrients and toxic elements in soil 
samples. Within a few years, the development of LIBS techniques for soil analysis. The 
process of the LIBS method is straightforward, so the ability to detect soil type is less 
efficient [1]. 

The features of the soil are crucial in analyzing and delivering helpful information. The 
texture of the earth and the color of the ground are traditionally determined in a variety of 
ways. Multiple ways to choose soil type have employed soil texture in other attributes. As 
a result, the process of soil categorization and qualitative distinction the based on soil color 
constancy. The paper the USDA triangle is less effective for classifying because the 
process takes energy and time. Hence, researchers use many methods based on computer 
vision and image processing for soil classification [2]. 

Traditionally, the development and classification of soils with the current need to 
measure and interpret changes in soil function. Some of the main properties of soil, such 
as carbon, nitrogen, and pH. Soil surveys to classify the origin of the ground take time and 
effort. The overall accuracy according to the number of soil type samples the predicted 
correctly. To ensure the reliability of this model per soil type by analyzing the matrix and 
accuracy of the predictions. Soil variable analysis uses the survey method, and soil 
classification can use cluster analysis. The result accuracy level is so low that both 
approaches are less efficient in classifying [3]. 
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Soil classification is essential for determining potential use, land restrictions, and 
adequate management for each condition. Such information helps to determine the most 
intense use of soil and know the level of soil quality. However, portable X-ray fluorescence 
spectrometers and infrared spectroscopy have increasingly been applied to soil type and 
attribute predictions. The prediction model has been good, but the accuracy level is less 
than perfect [4]. 

Previous research on soil classification does conduct online using the UAS sensor 
placement system. These sensors can be deployed in difficult-to-reach locations, allowing 
for better data collecting. A paper developed a sensor system for soil classification. 
However, the UAS sensor system is less effective because it needs to the redesigned, so 
it takes a lot of time to fix it [5]. Another paper proposed Cone Penetrometer Test (CPT), 
but the trial using this method is still difficult to recognize some types of soil. The category 
of CPT method cannot provide an accurate prediction of soil type classification, so it is a 
poor result.[6]. A study also explored an automated system to classify the soil, namely the 
classification system using mining methods. But the technique is not suitable because it 
only knows the type of soil only [7].  

To deal with soil classification, several researchers explored machine learning 
algorithms to deal with soil classification. An article proposed a method to deal with soil 
classification using the SVM by extracting five different soil types. However, the study 
remains shortcomings when training a tiny dataset. In traditional learning, the statistical 
category requires a much larger dataset to affect accuracy [8]. Learning models need to 
measure the accuracy and loss scores by tuning different hyperparameters. Moreover, 
some conventional learning method remains drawback to obtaining a better accuracy [9]. 

The current paper proposes various techniques to address soil classification. A paper 
introduces method algorithm CNN, compression spectral imaging system to classify soil. 
The experiment's findings suggest that this algorithm can speed up feature discriminability 
and soil categorization [10]. A paper method algorithm DNN model uses to classify soil type 
show good performance [11]. A paper method algorithm RNN, this model looks pretty 
effective in complex modeling to know the results of soil classification. In this study, despite 
showing significant variations, the RNN model displays a strong ability in soil classification 
[12]. 

Therefore, we introduce a classification model using deep learning to create soil type 
classification issues to solve the problem. In the soil type classification problem, this study 
has some contributions as follows: 
1. We design a classification model to determine the soil type. Instead of using 

conventional models, we created models using deep learning methods to analyze soil 
types. Based on the classification result, our proposed model can achieve the best 
and most efficient results. 

2. We evaluate the model to determine better and more efficient results on the 
classification of soil types. Then, we present an evaluation of the metrics to prove the 
quality of the model created. This study the conducted using al large datasets to 
produce classification models learning algorithms.  

3. We test the proposed model to achieve high accuracy results to quickly and accurately 
classify soil types. To achieve the best training model classifier, we also set many 
parameters to obtain the best accuracy value. 

Organization: The remainder of this paper the written as follows: Part II delves deeper into 
related research. Part III explains how this study problem the defined. Part IV describes the 
experimental setup, including feature learning methodologies, datasets, and data pre-
processing, while Part V gives the study's findings and extensive analysis. Part VI 
summarizes the findings and identifies several unsolved issues in soil classification 
research. 



 

2. Related Works 
 

In soil classification problems, various articles have proposed models to classify better 

to know the accuracy level. A study introduced an analysis of the main components in 

grouping soil types to help create a soil type classification model [13]. A soil classification 

system facilitates soil identification and predicts accuracy, strong predictive capacity, 

simplicity, precision, and adaptability to classification systems [14]. Characteristics to 

provide an information system for soil classification are very useful as a medium of learning. 

This study dataset used 150 soil samples to be analyzed using USDA Soil Taxonomy to 

obtain results that show the most common soil orders are Aridisols, Inceptisols, Entisols, 

Vertisol, Mollisols, and Alfisols [15]. 

The soil classification system a used to group soil types into categories based on soil 

properties [16]. This paper presents the results of using near-infrared and visible light (VIS-

NIR) spectroscopy to communicate soil and soil profile examination [17]. To classify the 

soil used 291 soil samples. Based on the validation findings obtained by 67 % using the 

best vis-nir categorization method. The results obtained are still not so maximal because 

the final product is still low [18]. 

A paper proposed a learning algorithm using SVM to classify soil type [19]. The proposed 

system has added a soil prediction feature based on color and texture on the ground [20]. 

Soil classification using the SVM method using dataset consists of 175 soil samples 

containing sandy clay, peat, humus clay, clay sand, clay peat, and clay. Based on testing 

using the SVM algorithm, the highest level of accuracy achieved 95% [21]. 

Classification of soil according to soil nutrition is helpful to predict soil type. A study 

proposed a technique to determine the accuracy level using the KNN [22]. Machine learning 

models the trained to classify soil based on soil texture. The KNN algorithm method is still 

used to this day, namely to train soil classification data [23]. A paper used data from 383 

samples to test into the KNN algorithm, from the classifying result obtained the best 

accuracy of 94% [24]. 

The current paper explored deep learning to establish a classification model to improve 

accuracy in image classification [25]. A report presented an RNN algorithm method to 

improve classification performance to obtain accurate results [26]. Another study 

introduced the GRU-RNN way to classify soils with pH and moisture values. Test results 

using LSTM and GRU-RNN methods received classification results of 0.920 for the LSTM 

method and 0.957 for the GRU-RNN process [27].  

Soil is the main component for classification, and soil color describes soil attributes. A 

paper developed a more efficient algorithm for detecting soil color using the KNN algorithm. 

In this algorithm, the results obtained are good enough to classify the soil type based on 

soil color [28]. In the following paper, the classification of soil uses CNN algorithms. This 

algorithm the used to study the category of soil texture based on hyperspectral data. The 

result of this classification model reaches 70%, so it is less effective to determine the effect 

because the model made is still weak to classify the soil texture [29]. 

Based on research from several models of soil classification, there are still deficiencies 

in the level of curation. Therefore, we propose a model that can classify soil types using 

CNN because the CNN method has a high degree of accuracy in organizing soil types. 

 

3. Proposed Method 
 

Based on our review, CNN is a growing algorithm to deal with various problems in 
computer science [35][36][37]. The study focused on soil type classification using CNN 
algorithms based on features on datasets that include black soil and red soil. In this study, 



 

the dataset consisted of training data and testing data. A digital image can then be 
represented by a matrix consisting of M= columns and N= rows. Coordinates and intensity 
or color are the two characteristics that define pixels. The coordinates (x,y) hold the value 
f. (x,y) [30]. Therefore, can write images into a matrix: 

 

𝑓(𝑥, 𝑦) =  [

𝑓(0,0) 𝑓(0,1) 𝑓(0, 𝑀 − 1)
𝑓(1,0) 𝑓(1,1) 𝑓(1, 𝑀 − 1)

𝑓(𝑁 − 1,0) 𝑓(𝑁 − 1,1) 𝑓(𝑁 − 1, 𝑀 − 1
] 

 
Based on the above formula, an image of 𝑓(𝑥, 𝑦) can write into mathematical functions such 

as the following: 
 
Table 1: Mathematic notation 

Notation Description 

𝑋 training data 

𝑌 testing data 

𝑀 number of row pixels in the image array 

𝑁 number of column pixels in the image array 

𝐺 grayscale value 

  

 

In this study, we adopt the CNN algorithm to classify the soil type. The CNN algorithm 

is a Multiplayer Perceptron (MLP) development method designed to manage two-

dimensional data images. The CNN algorithm was employed to classify soil types in this 

investigation. Several parts of CNN consist of three layers in the CNN architecture:  the 

input layer, hidden layer, and output layer.  The Convolution Layer is part of the stage in 

CNN architecture. This stage aims to convolute the picture data so that features from the 

input image may extract. Convolution produces a linear transformation of the input data 

based on the data's comprehensive information. The revolution kernel is specified by the 

layer's weight, allowing the convolution kernel to learn using CNN inputs [31].  

Convolutional Layer consists of neurons arranged to form a filter with length and height 

(pixels). I will shift this filter to all parts of the image. Each shift will perform a "dot" operation 

between the input and the value of the filter resulting in an output.  

 

𝑌𝑘 = 𝑓(𝑊𝑘 ∗ 𝑥)   (1) 

 

Table 2: Mathematic notation 
Notation Description 

𝑌𝑘 Output feature map 

𝑥 Input image 

𝑊𝑘 Convolutional filter 

𝑓(. ) Nonlinear activation function 

  

 



 

A Pooling Layer is a layer that uses a function with a feature map as input and processes 

it with a variety of statistical operations based on the closest pixel value. Pooling layers 

does use to retrieve the maximum or average value of the pixel part of the image. We 

implement max pooling and average pooling methods with sizes 2x2 and stride 2. In the 

max-pooling method, the retrieved value is the largest in the 2x2 area, and the average 

pooling will take the average value of each feature map. 

 

(𝑛ℎ − 𝑓 + 1)/ 𝑠 ∗  (𝑛𝑤 − 𝑓 + 1)/𝑠 ∗ 𝑛𝑐   (2) 

 

Table 3: Mathematic notation 
Notation Description 

𝑛ℎ Height of feature map 

𝑛𝑤 Width of the feature map 

𝑛𝑐 Number of channels in the feature map 

𝑓 Size of filter 

𝑠 Stride length 
  

 

A Fully Connected Layer map of the map generates in the previous stage in a 

multidimensional array. The feature map will be "leveled" or reshaped before entering the 

fully connected layer stage, resulting in a vector utilized as input from the completely 

corresponding layer [32]. 

 

𝐹𝐶(𝑊, 𝑥)(𝑖𝑗) = ∑ 𝑊𝑘
𝐾
𝑘  . (𝑟. 𝑥(𝑖𝑗)) + 𝑏 (3) 

 

Table 4: Mathematic notation 
Notation Description 

𝐹𝐶 Fully connected 

𝑊 Matrix of convolutional kernels 

𝑥 Input feature map 

𝑖, 𝑗 Embodies a receptive field around the position 

𝑘 Dimensions convolutional kernel 

𝑊𝑘 Convolutional filter 

𝑟 Variable 

𝑏 Trainable 
  

 

4. Experimental Setup 
 

1. Main Idea 

The main goal of this paper is to create a color-based classification model to 

classify soil types using CNN's algorithm. We model the data and analyze the data 

generated by CNN's algorithm. The purpose of this method is to organize the soil 

type. CNN's algorithms are also often used to identify objects. The high level of 

accuracy achieved by CNN's algorithm is suitable for handling classification 

difficulties [33]. 

2. Dataset 

In this study, we gather a dataset from a benchmark. To train our model, we 

separate the dataset into two, namely red soil and black soil. There are two elements 



 

to a dataset: training data and testing data. Data training is data with a class, while 

data testing is the data that will search for the type. The training data is used to build 

classification models while testing data is used to measure the performance of 

classification models.  

 

Table 5. Soil dataset in this experiment 
Dataset Label Soil features 

 Training Testing 

Red Soil 212 47 

Black Soil 184 48 

 

3. Data Pre-Processing 

At this stage, we prepare a dataset of soil types taken from benchmarks. The 

dataset is raw data that does not produce good accuracy when applied to any 

classification system because it validation from the results. Our goal is to 

demonstrate some pre-processing techniques, namely mean normalization, 

standardization, and zero component analysis.  We adopt three pre-processing 

methods to turn every piece of information in a data set into a vector for the model 

to understand [34]. 

4. Classification Method 

We trained the model that extracted the feature after the pre-processing stage 

to build the soil classification model. We created a model using deep learning to 

train a dataset consisting of black soil and red soil data. In this study, we designed 

a model with CNN to study the results of soil type classification. To optimize the 

training model and value, we tuned the hyperparameter on CNN to produce an 

optimal classification model. 

In the training process, we do pre-process. First, we prepare a soil type dataset 

as a material for classifying. Then, the raw dataset used the pre-processing method 

to convert the dataset into a vector. We use three pre-processing techniques, 

namely mean normalization, standardization, and zero component analysis. 

For the testing phase, we use vectors as inputs for feature extraction. There are 

two components of the dataset, namely dataset training and dataset testing. Then, 

we do model testing using training datasets from our classification to get maximum 

results. 

 

 

5. Result & Analysis 
 

In the classification process, our approach can achieve a classification model with the 
CNN method. In training, we check the data set using three optimizers, namely Adam, 
RMSProp, and SGD. We also use the loss function to estimate losses, compare, and 
measure the predicted result's good or bad. Therefore, when modeling the trained, the 
interconnection weight of neurons will gradually match until a good prediction the obtained. 

 In this study, we train our model by setting several parameters to obtain the highest level 
of accuracy. We set epoch = 80, batch size = 32, and learning rate= 0.6 during the training 
and testing phase. 

 



 

 

 

Table 6. Training loss and training accuracy result with various optimizer setting 
 

Hyperparameter Optimizer Training Loss Training Accuracy 

Epoch = 80 
Batch size = 32 
Learning Rate = 0.6 

Adam 0.1877 0.9800 

RMSprop 0.3040 0.9276 

SGD 0.6784 0.6479 

   

   

 
Table 7. Testing loss and testing accuracy result with various optimizer setting 
 

Hyperparameter Optimizer Testing Loss Testing Accuracy 

Epoch = 80 
Batch size = 32 
Learning Rate = 0.6 

Adam 0.0815 0.9784 

RMSprop 0.2699 0.9139 

SGD 0.6905 0.5268 

   

   

 
In table 6, we have conducted training on the CNN model that has the created. We use 

three optimizers, namely Adam, RMSprop, and SGD. All three optimizers the used to find 
out how accurately the model the made. We conducted tests on training data using 
optimizer Adam obtained results on training loss = 0.1877 and training accuracy = 0.9800. 
Next, we conducted a test using RMSProp optimizer got the results of training loss = 0.3040 
and training accuracy = 0.9276. then we also do tests using SGD optimizer obtained 
training loss results = 0.6784 and training accuracy = 0.6479. 

In table 7, we test the model that we have created using three optimizers. Our first 
optimizer conducted testing using adam optimizer results obtained testing loss = 0.0815 
and testing accuracy = 0.9784. Our second optimizer uses RMSprop results obtained 
testing loss = 0.2699 and testing accuracy = 0.9139. Our third optimizer conducted a test 
using the SGD optimizer obtained test loss results = 0.6905 and testing accuracy = 0.5268. 

We calculate Accuracy, Precision, Recall, F1 Score, Support, and Confusion Matrix to 

assess the model's performance in evaluation measures. This study estimates accuracy 

predicts the accuracy of the overall data on soil type. Precision describes the accuracy 

between the requested data and the predictive results provided by the model. Recall 

defines the success of a model in finding information. F1 Score for comparison of average 

precision and recall weighted, we can use as a reference to determine accuracy. 

 

Table 8.  Classification terms for the statistical measures for the Soil dataset. 

 
Classification Report 

 

 
Precision 

 

 
Recall 

 
F1-Score 

 
Support 

Black_Soil 0.96 0.98 0.97 47 
Red_Soil 0.98 0.96 0.97 46 
Accuracy - - 0.97 93 

macro avg 0.97 0.97 0.97 93 
weighted avg 0.97 0.97 0.97 93 

 



 

Our proposed model can achieve a TP score and the highest TN score based on 

confusion matrix calculations. The picture below shows Confusion Matrix using CNN 

algorithm obtained TP = 46 and TN = 44. Based on Confusion Matrix, the results received 

better and effective in soil classification. 

 

 
Fig 1: the Confusion Matrix of the Soil Classification model. 

 

6. Conclusion 
 

Soil classification is a growing research area in the current era. Various studies have 
proposed different techniques to deal with the issues, including rule-based, statistical, and 
traditional learning methods. However, it takes a lot of time and effort to classify the soil 
type. The study used CNN to build a soil type classification model to produce a higher 
accuracy with tiny loss. Using the proposed model, we used CNN's algorithm because 
classifying the soil type does not take time and effort to determine classification results.  

 Based on the experiment results, we achieve trade-offs between accuracy and 
performance time by adjusting the hyperparameter to optimize model performance. We set 
epoch = 80, batch size=32, and learning rate=0.6. In the training process, the model can 
produce an accuracy = 98% and loss = 0.1877. The classification model can be a promising 
solution to address soil type classification. In addition, our propose model can get TP = 46 
and TN = 44. 

As a direction for future research, more research into semantic networks to train nodes 
could be beneficial. Exploration of picture categorization is essential to generate improved 
predictions. The next can utilize  GAN  or GCN algorithm to improve the classification result. 
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